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3. Analytics

In this section of the lab, you'll work with the Sun Storage Unified Storage System's unique analytical features. This storage system is
equipped with an advanced DTrace-based facility for server analytics. Analytics provides real time graphs of various statistics, which can be
saved for later viewing. About a dozen high level statistics are provided which can then be customized to provide lower level details.
Groups of viewed statistics can be saved as worksheets for future reference.

Specifically in this part of the lab, you will ...

* initiate some scripts which will generate artificial load on the storage system
* set up some monitoring worksheets
* use analytics to drill down on the worksheet diagnostics

You'll do this for both the iSCSI attached storage and the CIFS attached storage.

The setup and configuration sections of the lab that you have completed initialized the storage system, and then created and shared some
slices of the storage using 3 different protocols, and theses slices were tied into the Windows client in your lab workspace.

A. Overview of Analytics

Analytics is an advanced facility to graph a variety of statistics in real-time and record this data for later viewing. It has been designed for
both long term monitoring and short term analysis. When needed, it makes use of DTrace to dynamically create custom statistics, which
allows different layers of the operating system stack to be analyzed in detail.

Analytics has four main features

1. Drilldown Analysis

Analytics has been designed around an effective performance analysis technique called drill-down analysis. This involves checking high
level statistics first, and to focus on finer details based on findings so far. This quickly narrows the focus to the most likely areas.

2. Statistics
In Analytics, the user picks statistics of interest to display on custom worksheets. Statistics available from Analytics include:

* Network device bytes by device and direction

* NFS operations by filename, client, share, type, offset, size and latency
* CIFS operations by filename, client, share, type, offset, size and latency
* Disk operations by type, disk, offset, size and latency

e CPU utilization by CPU-id, mode and application

The Open Worksheets view shows a listing statistics, and the Preferences view allows you to enable advanced Analytics which will make
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many more statistics available. The Statistics view discusses available statistics in more detail.
3. Datasets
A dataset refers to all existing data for a particular statistic. Datasets contain:

» statistic data cached in memory due to the statistic being opened or archived
* archived statistic data on disk

Datasets can be managed in the Datasets view.

4. Worksheets

A worksheet is the BUI screen on which statistics are graphed. Multiple statistics can be plotted at the same time, and worksheets may be
assigned a title and saved for future viewing. The act of saving a worksheet will automatically execute the archive action on all open
statistics. This means that whatever statistics were open, will continue to be read and archived forever until you make a change.
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By default, the Statistics available under Analystics are basic and useful to most storage administrators. But to demonstrate the power of
Analytics, you need to turn on all of the available features.

1. on the menu, select Configuration — Preferences
2. select the checkbox labeled Make available advanced analytics statistics
3. .ﬁth the APPLY button

’m Super-User@sss LOGOUT HELP

[ Storage UM | Configuration Maintenance Shares Status Analytics

UR 7 SERVICES STORAGE HETWORK CLUSTER USERS PREFERENCES ALERTS

About User Preferences

Configure the system to bow to REVERT APPLY
vour will. Edit your preferences to
reflect yvour time zone, locality, and General
session properties, as well as s : ) ;
establish SSH keys by uploading Initial login screen https.ﬂsss.215f#| status/dashboard
public key information. Locality m
w

Session timeout |15 minutes

Current session annotation & Edit...
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B. iSCSI Attached Storage

1. Generate Load
First, we need to create some load on the storage system (files being written back and forth to the allocated storage).

1. go to the Windows desktop in your lab environment and open (double-click on) a folder named lab_utils
2. inside this folder should be 3 files

T

L lab_utilsjar

ﬂ JAR File
| 1.92 MB
r start_ISCSI load.bat
_‘A& Windows Batch File
83 bytes
o start CIFS overload.bat
‘«#& ‘.ﬁ.ia'ndo'.ﬂ.-'s Batch File
75 bytes

3. open or start (by double-clicking on it) the file named start_iSCSI_load.bat

Your Windows client is now copying a large image back and forth to the the storage system.

2. Setup Worksheets

Second, you will want to setup an Analytics worksheet to observe the storage system's behavior under the load being generated on it.

1. in the Firefox BUI for the storage system, click on the menu item titled Analytics

| &
oszm Super-User@sss LOGOUT HELP
microsgstems
[ Storage VM | Configuration Maintenance Status Analytics
D & OPEN WORKSHEETS SAVED WORKSHEETS DATASETS
Vel GHEEIER - Untitled worksheet ¢ New Save Clone Close
& Add statistic...
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you get an empty untitled worksheet

start to add a Statistic by clicking on the Add statistic ... label

the popup menu shows you the high-level categories for available statistics

navigate in the popup menu to the item iSCSI operations — Broken down by client and select it

nhwn

Super-User@sss LOGOUT HELP

Configuration Maintenance Shares Status Analytics

UR 2 OPEN WORKSHEETS SAVED WORKSHEETS DATASETS

'E'Worksheets = Untitled worksheet | New Save Clone Close

BACKUP/RESTORE
MNOMP bytes transferred to/from disk
MNOMP bytes transferred to/from tape
CPU
Percent utilization
CACHE
ARC accesses
L2ARC accesses
L2ARC /O bytes
DISK
I/O bytes
I/O operations
NETWORK
Device bytes
Interface bytes
PROTOCOL
CIFS operations
FTP bytes
HTTRPAWebDAV requests
ISCSI operations Broken down by type of operation
MNFSw2 operations Broken down by client
MNFSv3 operations As a raw statistic
NFSw4 operations
SFTP bytes

L
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6. a worksheet will appear showing you the traffic being generated by client IP address (note that you're seeing an IP address instead of
a DNS name for the client since the storage system has not been tied into a DNS service

Super-User@sss LOGOUT HELP

Configuration Maintenance Status Analytics

D OPEN WORKSHEETS SAVED WORKSHEETS DATASETS

EIRNGTELETER - Untitled worksheet © New Save Clone Close
<7 Add statistic...

(X]

< Protocol: 1SCSI operations per second broken down by client
«» 1l QQ QUEER AR XI @H

Range average:
|59 192.168.56.1

=78

: ] I
58 ops per second 16:41:30 16:41:40 16:41:50 16:42 16:42:10
2009-10-19
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3. Drill Down

From this initial statistic, we can drill down further to examine the behavior.

1. in order to drill down and see more information, you need to select a particular client, so click on the IP address in the Range

average list

2. notice how the graph is highlighted in the same color now hi
A — —

Configuration Maintenance

the IP address you selected

Super-User{@sss LOGOUT HELP

Status Analytics

OPEN WORKSHEETS SAVED WORKSHEETS DATASETS

2009-10-19
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VGGG EEEN - Untitled worksheet © New Save Clone Close
& Add statistic...
< Protocol: iSCSI operations per second broken down by client @
¢l QQ QOHEERE AR »F @
Range average:
€1 192168561 -
] [ [ 0
61 ops per second 16:39:50 16:40 16:40:20 16:40:30
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3. now it gets interesting — click on the power drill icon on the toolbar for the currently shown statistic and select For 'IP packets' from

the popup menu

< Protocol: iSCSI operations per second broken down by client

1<}

Range average:

26 192.168.56.1

1 |
25 ops per second 07:13:10 07:13:20

2009-10-20
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“«»11:QQ QOEER v AR KIS

- .
h 7

Drilldown on "192.168.56.1":
By type of operation

For 'CIFS operations’
For "SFTP bytes’

For HTTPAWebDAV requests’
For FTP bytes’

For NFSv2 operations’
For NFSv3 operations’
For NFSvd operations’
For IP packets’

For 'IP bytes’

For TCP packets’

For TCP bytes'

Faor all of these

As a raw statistic

07:13:50

or14

— 175
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4. asecond statistics is added to the worksheet showing traffic by IP packets

2009-10-19

< Network: IP packets per second for hostname '192.168 561"

BRI EEEN - Untitled worksheet ¢ New Save Clone Close
& Add statistic...
< Protocol: 1ISCSI operations per second broken down by client @
«»ll QQ QOEER A2 XF @
Range average:
45 192.168.56.1 —200
45 ops per second 16:44:50 16:45 16:45:10 16:45:20 16:45:30

« il QQ FOEHER AR ¥X¥ @

. BYVYNTYIW

1406 per second
16:44:50 16:45 16:45:10 16:45:20 16:45:30
2009-10-19
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5.
6.

to demonstrate the drill down capabilities further, click on the power drill icon in the second statistic and select By direction

in the Range average list, multi-select both in (single click on the word in) and out (hold down the shift key and single click on the

New Save Clone Close

word out)

EINNVSTEEpEEER - Untitled worksheet ©
(]
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& Add statistic...
< Protocol: iISCSI operations per second broken down by client
Pl QU QOEHER AR ¥ @
Range average:
2 162.168.56.1 =
MALIAm : Lo
IS LT EEE 17:05:30 17:085:40 17:085:50 17:06
2009-10-19
“ Network: IP packets per second for hostname '192.168.56.1" <)
«»l QQ QOHEHER ¥YAA XTI O
Range average:
1776 per second =L
kum I u_n
17:056:30 17:05:40 17:06:50 17:06
2009-10-19

< Network: IP packets per second for hostname '192.168.56.1" broken down by direction D)
«»1l QQ QREERE ¥AM XTI @d
Range average:
1185 fin — 7500
610 out

\K’A M‘I} L-.A—AIJ L. K‘ ul \ .-J = —0
1776 per second 17:05:30 17:05:40 17:05:50 17:06
2009-10-19
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7. while the system is busy it may be handling the load without incident
8. to understand performance from the use perspective, go back to the top of the Worksheet, click on Add statistic ... , select 1/0
operations, and finally select Broken down by latency

RN CLEEIEN - Untitled worksheet | New  Save Clone  Close
Ml i siatistic.. |
4 Protocq BACKUF/RESTORE down by client L]
— NDMP bytes transferred to/ffrom disk
T 4 -
«nli NDMP bytes transferred to/from tape A A bl r : @ d
e CPU
53 [l Percent utilization —200
CACHE
ARC accesses
L2ARC accesses
L2ARC /O bytes
DISK
/O bytes , | | | _0
S30pSPE /O operations * | Broken down by type of operation 22:22:20 22:22:30 22:22:40
NETWORK Broken down by disk
Device bytes Broken down by size
Interface bytes Broken down by latency (]
M PROTOCOL Broken down woﬁset
€« Fs operations As a raw statistic
FTP bytes
Range a HTTPAWebDAV requests — 7500
1784 per ISCSI| operations
NFSv2 operations
MNFSv3 operations
MNFSw4 operations
SFTP bytes
| [ [ [ ] ] —0
22:21:50 22:22 22:22:10 22:22:20 22:22:30 22:22:40
2009-10-29
< Network: IP packets per second for hostname '192.168.56.1' broken down by direction @
«pll QQ QOEHEER vyAX X @

Part Ill, version 7, 3/November/2009 page 12



9. you can now observe the effects of the load on performance from the users' perspective
10. while there are a few spikes, the system appears to be servicing the users well
| Open Analytics Worksheets | +
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¥y 'y r v ' YV
| | | | | |
22:18 22:18:10 22:18:20 22:18:30 22:18:40 22:18:50
2009-10-29
< Network: IP packets per second for hostname "192.168.56_1' broken down by direction
- - - 7 4 -
«» 1l QQQQHER YR X @H
Range aver. 3
g? e — 5000

1253 in

658 out

1911 " | I I I I I -0

LEIZEELL 22:18 22:18:10 22:18:20 22:18:30 22:18:40 22:18:50
2009-10-29
< Disk: O operations per second broken down by latency
- - - T 4 -
«»ll QQ  QOEHER AR X €N
Range average:
—225ms

0 194ms -

0 184ms B

0 174ms B

0 164ms ] - |

0 153ms = = =

0 143ms

0 133ms

766 ops per second 22:18 22:18:10 22:18:20 22:18:30 22:18:40 22:18:50
2009-10-29

-
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11. to save this worksheet for future use, go to the top of the Analytics area and select the text Untitled worksheet, then enter a title for
Ele worksheet such as my iSCSI worksheet, and click on the Save label

Super-User@sss LOGOUT HELP

- Configuration Maintenance Shares Status Analytics
U7 OPEN WORKSHEETS SAVED WORKSHEETS DATASETS
RIRWCT CHEEIER - my iISCSI worksheet | New Save Clone  Close

& Add statistic...

< Protocol: 1ISCSI operations per second broken down by client @

«pll QQ QQHEBRB YA X1 @

Range average:

55 [1821E8 88

-— 150

Abdimal Ad A doc A

When you down looking at the statistics, you need to do some cleanup work for the next part of the lab

1. select Close on the BUI to close the worksheet (you saved it and can get it back later of you wish)

2. go back to the Windows desktop, select the command shell running the start_iSCSI_load.bat script, and press <CTRL>-C to kill the
load generator
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C. CIFS Attached Storage

1. Generate Load
First, we need to create some load on the storage system (files being written back and forth to the allocated storage).

1. go to the Windows desktop in your lab environment and open (double-click on) a folder named lab_utils
2. inside this folder should be 3 files
lab_utils.jar

T IAR File
=g | AR TIE

” start_ISCSI load.bat
"""{EJ '-._',:'"'.-::c:-.'._t Batch File

& Dytes
 start_CIFS_overload bat
b, | Windows Batch File
-

75 bytes

3. open or start (by double-clicking on it) the file named start_CIFS_overload.bat

Your Windows client is now trying to fill up the CIFS share on the storage system. This program takes about 2 minutes to completely fill up
the drive space. At that point it will pause for about 5 seconds, then clear the CIFS shares of previous files, and then start filling the CIFS

share up all over again.
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Second, you will want to setup an Analytics worksheet to observe the storage system's behavior under the load being generated on it.

1.

2
3.
4

in the Firefox BUI for the storage system, click on the menu item titled Analytics

2. Setup Worksheets

Super-User@sss LOGOUT HELP

Configuration Maintenance Shares Status Analytics

D = OPEN WORKSHEETS SAVED WORKSHEETS DATASETS

LRVGTIEHERER - Untitled worksheet ¢ New Save Clone  Close
& Add statistic...

you get an empty untitled worksheet

start to add a Statistic by clicking on the Add statistic ... label

the popup menu shows you the high-level categories for available statistics

navigate in the popup menu to the item CIFS operations — Broken down by file name and select it
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Super-User@sss LOGOUT HELP

[280 fexporticits- & | |
fa/bloatFile00s.
126 /export/cifs-

fs/bloatFile004.t
139 Jexport/cifs- -

4] | »

Show hierarchy

471 ops per second

16:52:20 16:52:30 16:52:40 16:52:50 16:53
2009-10-20

6. alot of traffic hitting the CIFS share
7. 1in the Range average list you see file bloatFile005.txt taking up a lot of operations per second
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16:53:10

E Configuration Maintenance Status Analytics
U7 OPEN WORKSHEETS SAVED WORKSHEETS DATASETS
JEA S - Untitled worksheet ¢ New Save Clone  Close
© Add statistic...
“ Protocol: CIFS operations per second broken down by file name [X]
«%ll QQ QVHER ¥y X @
Range average: 875
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3. Drill Down

click on the file bloatFile005.txt in the Range average list
note how the display visually shows you how much of the traffic relates to this file

N —

“ Protocol: CIFS operations per second broken down by file name

«pll QQ OHER vYAR ¥ @

Range average:

140 /export/cifs-
fs/bloatFiled04.t
44 fexport/cifs- -

Show hierarchy
] |
528 ops per second 17:04 17:04:40
2009-10-20

17:01:20 17:01:30 17:01:40

3. underneath the Range average list is an option to Show hierarchy; go ahead and select this option
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4. new detail appears showing a pie chart, list of active files, and the operation per second per file

9]

Protocol: CIFS operations per second broken down by file name

select the file named /export/cifs-fs/bloatFile005.txt and you can visually see how it is dominating the CIFS share bandwidth

1<}

“«»l  QAQ  QOEER YA XEF @d

Range average:
—875

330 Jexport/cifs- “~
fa/bloatFile00s.

143 Jexport/cifs-
fz/bloatFile004.t
45 IexpurUclfs-—AI_I

Refresh hierarchy
| | 0

535 ops per second 17:10:30 |1?:10:4n |1?:10:50 I1?:11 17:11:10 17:11:20
2009-10-20
Hierarchical breakdown: 2009-10-20 17:10:11 - 2009-10-20 17:11:11 <]

— 534 Jexporticifs-fs
330 fexport/cifs-fs/bloatFile005 txt
142 fexport/cifs-fs/bloatFile004 txt
45 fexport/cifs-fs/bloatFile003 b
12 fexport/cifs-fs/bloatFile002 txt
3 /export/cifs-fs/bloatFile001 txt

534 ops per second
(62.0% highlighted)

This is a small sampling of the details you can examine on the storage systems operation and usage. Feel free to use the load generation

scripts and other statistics to further explore the Analytics capabilities of the Sun Storage 7000 Unified Storage System.
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